
Self-Supervised Prototype Learning

Some Design Choices, Illustrated
1. 𝑝𝜓 (𝛈|x̂ ) is a normalizing flow:

2. 𝛈 depends on x̂ :
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We propose a 

symmetry-aware 

generative model. 

Our model discovers

which (approximate) 

symmetries are present. 

We leverage this 

information to improve 

data efficiency.
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Symmetry Aware Generative Process
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Prototypes and Transformation Distributions

Improved Data Efficiency
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3.  x̂ is fully-invariant to transformations:

Generative Model
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