
We learn deep generative models

whose representations are invariant 

under symmetry transformations. 
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Original data

Prototypes 

Reconstructions

We learn representations of MNIST digits that are invariant to rotations and successfully reconstruct the original digits:
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As digits are rotated more, we learn to predict larger angles:

Our model:

Affine transformation parameterization:

Our training objective:
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